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Abstract. It is known that the classic Korn inequality is not valid for Hölder α domains.
In this paper we prove a family of weaker inequalities for this kind of domains, replacing the
standard Lp-norms by weighted norms where the weights are powers of the distance to the
boundary.

In order to obtain these results we prove first some weighted Poincaré inequalities and
then, generalizing an argument of Kondratiev and Oleinik, we show that weighted Korn
inequalities can be derived from them.

The Poincaré type inequalities proved here improve previously known results.
We show by means of examples that our results are optimal.

1. Introduction

The Korn inequality is a fundamental tool in the analysis of the linear elasticity equations
and has been the object of many papers since the works of Korn [14, 15].

Let Ω ⊂ Rn, n ≥ 2 , be a bounded domain. For a displacement field u ∈ W 1,p(Ω)n we
denote with ε(u) the linear part of the strain tensor, namely,

εij(u) =
1
2

(∂ui

∂xj
+

∂uj

∂xi

)

The classic Korn inequality states that

‖∇u‖L2(Ω) ≤ C‖ε(u)‖L2(Ω). (1.1)
To obtain this inequality appropriate conditions on the field u have to be imposed in

order to remove the non constant infinitesimal rigid motions (i.e., fields u such that the
right hand side vanishes while the left one does not). The two conditions considered by
Korn were u = 0 on ∂Ω (usually called first case), and

∫
Ω rot u = 0 (second case). These

two cases correspond to essential and natural boundary conditions for the elasticity equations
respectively. It is known that (1.1) can be derived in both cases (as well as in the more general
case corresponding to mixed type boundary conditions), by using compactness arguments,
from the following inequality (which we state in the more general case of Lp, 1 < p < ∞):

‖∇u‖Lp(Ω) ≤ C{‖u‖Lp(Ω) + ‖ε(u)‖Lp(Ω)} (1.2)

for all u ∈ W 1,p(Ω)n.
After the works of Korn a lot of different arguments to prove the inequality in its different

forms have been developed by several authors, see for example [7, 8, 13, 17, 18, 5], the books
[2, 12] and their references, and the survey article [11].

For the first case it is known that the inequality (1.1) is valid for any domain (see for
example [12]). However, the situation is quite different in the second case or for the general
inequality (1.2). This inequality has been proved for bounded Lipschitz domains (see for
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example [12, 17]) and more recently for the more general class of bounded extension domains
of P. Jones [5]. On the other hand, it is known that (1.2) is not valid for an arbitrary bounded
domain. Indeed, counter-examples showing that the inequality does not hold true for domains
with external cusps has been given in [9, 19]. Also, in the old paper [7], Friedrichs gave a very
nice counter-example for an inequality for complex analytic functions which can be derived
from (1.1) in the second case.

In view of the counter-examples mentioned above it is natural to ask whether a weaker
inequality similar to (1.2) can be obtained for domains with external cusps. To give an answer
to this question we consider in this paper weighted norms where the weights are powers of the
distance to the boundary. We prove, for example, the following generalized Korn inequality:

Let Ω be a Hölder α domain (i.e., ∂Ω is locally the graph of a Hölder α function in an
appropriate coordinate system), 0 < α ≤ 1, and, for x ∈ Ω, denote with d(x) the distance of
x to ∂Ω then, for 1 < p < ∞, there exists a constant C which depends only on Ω and p such
that

‖d1−α∇u‖Lp(Ω) ≤ C
{‖ε(u)‖Lp(Ω) + ‖u‖Lp(Ω)

}
(1.3)

Observe that in particular, when Ω is a Lipschitz domain (i.e., α=1), we recover (1.2).
In fact we obtain a more general inequality where part or all the weight can be put on

the right hand side, see Theorem 3.1, but we present here this particular case to simplify
notation in the introduction. Also we show by an example that our result is optimal in the
sense that an analogous inequality with a lower power of d is not true.

Our proof of the generalized Korn inequality is based on the arguments introduced by
Kondratiev and Oleinik in [13] to prove the classic inequality. Indeed, by a generalization of
their method we show that weighted Korn inequalities can be derived from some appropriate
weighted Poincaré inequalities. For example, (1.3) is a consequence of

‖d1−αf‖Lp(Ω) ≤ C‖d∇f‖Lp(Ω) (1.4)

for functions f satisfying some vanishing weighted average condition.
As we will see, the arguments to derive Korn from Poincaré inequalities applies for arbitrary

bounded domains. Therefore, our problem is reduced to obtain weighted Poincaré inequalities
for Hölder α domains. Estimates of this kind were obtained in [1] by using results on weighted
Sobolev spaces given in the book [16]. However, the Poincaré estimates obtained in this way
are not optimal. Indeed, using Theorem 19.7 of [16, page 272] and reproducing the arguments
of [1], one can only obtain an estimate like (1.4) but with a power of the distance on the left
hand side higher than 1−α. So, in order to obtain the optimal weighted Poincaré inequalities
needed for our purposes, we generalize the “conning argument” introduced in [3] which allows
one to obtain new Poincaré inequalities from known ones in higher dimensions.

The rest of the paper is organized as follows: Section 2 deals with the weighted Poincaré
inequalities. Although, as mentioned above, our motivation for these estimates are the gener-
alized Korn inequalities, we believe that they are of interest in themselves, in particular they
improve previously known results and moreover they are optimal. In Section 3, we derive
the weighted Korn inequalities, we show that they are optimal and finally, we show how the
results on compactness given in [19] can be derived from our inequalities by using imbedding
theorems for weighted Sobolev spaces proved in [16].

2. Weighted Poincaré inequalities

In this section we prove some weighted Poincaré inequalities for Hölder α domains. Our
proof is based on the arguments introduced in [3].

We begin by recalling an equivalent characterization of Hölder α domains. Given α such
that 0 < α ≤ 1 we set γ = 1/α.
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Definition 2.1. A set C ⊂ Rm is an α-cusp, if there exist an h > 0 and some neighborhood
of the origin SC ⊂ Rm−1 such that, in some orthogonal coordinate system (x1, · · · , xm),

C = {(x′, xm) ∈ Rm−1 × R : 0 < xm < h, x−γ
m x′ ∈ SC}

In some cases, we will work also with an analogous definition but choosing another variable
xj in place of xm.

Remark 2.1. It can be seen that a bounded open set A ⊂ Rm is a Hölder α domain if and
only if for any x0 ∈ ∂A there exists a neighborhood U of x0 such that x + C ⊂ A for all
x ∈ U ∩ A. For the Lipschitz case (i. e. α = 1) this is proved for example in [10]. It is not
difficult to see that similar arguments apply for 0 < α < 1.

Given a subset A ⊂ Rm and x ∈ Rm we denote with dA(x) the distance from x to the
boundary of A.

For A ⊂ Rn, k ∈ N, and 0 ≤ t ≤ 1 we introduce as in [3],

Ak,t = {(x, y) ∈ A× Rk : |y| < dA(x)t}
For simplicity we assume that our domain Ω has diameter less than one (we can scale the

original domain in order to satisfy this requirement).

Lemma 2.1. If (x, y) ∈ Ωk,t then dΩk,t(x, y) ≤ dΩ(x).

Proof. Given y ∈ Rk, let Ωy = {(x, y) ∈ Rn × Rk : x ∈ Ω}. If t = 0 we have, for all
(x, y) ∈ Ωk,0

dΩ(x) = dΩy(x, y) ≥ dΩk,0(x, y).
On the other hand, since the diameter of Ω is less than one, we have that for 0 ≤ t ≤ 1,

Ωk,t ⊂ Ωk,0

and therefore, for (x, y) ∈ Ωk,t,

dΩk,t(x, y) ≤ dΩk,0(x, y) ≤ dΩ(x)
(since dΩk,0 is a cilynder of section dΩ(x)) as we wanted to prove. ¤

The next lemma allows us to apply for Hölder α domains the ideas introduced in [3].
Since the proof is rather technical, we give all the details only for the two dimensional case.
However, it is not difficult to see that the arguments can be extended to higher dimensions.

Lemma 2.2. If Ω ⊂ Rn is a Hölder α domain then Ωk,t ⊂ Rn+k is also Hölder α

Proof. We need to construct for any point of ∂Ωk,t a neighborhood and an α-cusp in such a
way that the translations quoted in Remark 2.1 are contained in Ωk,t. In order to do that we
will decompose ∂Ωk,t in two parts: a middle one, consisting in a thin strip containing the set
(∂Ω, 0) := {(x, 0) : x ∈ ∂Ω} ⊂ ∂Ωk,t and its complement. We divide the proof in three steps,
the first two steps deal with the middle part of the boundary. In the last step we prove that
the complement of the middle part is in fact smoother, showing that it is locally the graph
of a Lipchitz function.

1) Let x0 ∈ ∂Ω. Since Ω is Hölder α there exists a neighborhood U ⊂ Rn of x0 and an
α-cusp C such that x+C ⊂ Ω for all x ∈ U ∩Ω. The aim of this part is to prove the following

Claim 1: There exists an α-cusp D ⊂ Rn+k such that (x, 0) + D ⊂ Ωk,t for all x ∈ U ∩ Ω.

If

C = {(x′, xn) ∈ Rn−1 × R : 0 < xn < h, x−γ
n x′ ∈ SC},

we define
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D = {(x′, xn, x′′) ∈ Rn−1 × R× Rk : 0 < xn <
h

3
, x−γ

n (x′, x′′) ∈ SD}
where

SD = {(x′, x′′) ∈ Rn−1 × Rk : x′ ∈ SC , |x′′| < dt
C((

h

3
)γx′,

h

3
)}.

Observe that it is enough to show

D ⊂ Ck,t, (2.5)

indeed, this inclusion gives

x + D ⊂ x + Ck,t = (x + C)k,t ⊂ Ωk,t

as it is stated in Claim 1.
In order to show (2.5), let us consider (x′, a, x′′) ∈ D. Then, by definition, 0 ≤ a ≤ h

3 and
a−γ(x′, x′′) ∈ SD, so a−γx′ ∈ SC and hence

(x′, a) ∈ C. (2.6)

On the other hand, from the definitions of D and SD, we know that |a−γx′′| ≤ dt
C((h

3 )γa−γx′, h
3 ),

that is |x′′| ≤ aγdt
C((h

3 )γa−γx′, h
3 ), and then we have to prove

aγdt
C

((
h

3

)γ

a−γx′,
h

3

)
≤ dt

C(x′, a). (2.7)

Observe that it is enough to consider the case t = 1, since a < h < 1. To simplify notation, we
prove this inequality for n = 2 (as mentioned above, similar arguments apply in the general
case). Then we can assume that SC = [−b, b] (b > 0) and x0 is the origin. Let

f(x1) = aγdC

((
h

3

)γ

a−γx1,
h

3

)
− dC(x1, a), 0 ≤ x1 ≤ baγ .

The function dC is differentiable in C − {x1 = 0} and so f is differentiable in {x1 6= 0}. We
have

f ′(x1) =
(

h

3

)γ ∂dC

∂x1

((
h

3

)γ

a−γx1,
h

3

)
− ∂dC

∂x1
(x1, a)

Now, let (η, ξ) ∈ C with 0 ≤ ξ ≤ h (and then 0 ≤ η ≤ bξγ) and let 0 < β̂ < π
2 be the acute

angle between the axis x1 and the line L passing through (η, ξ) which is orthogonal to the
graph of x2 = b−αxα

1 (see Figure 1).
Since 0 ≤ ξ ≤ h

3 , the distance dC(η, ξ) is realized along the line L, and hence

∂dC

∂L
= −1

∂dC

∂L⊥
= 0

where ∂L is understood as the outward direction along L and L⊥ stands for the orthogonal
line to L. It follows

∂dC

∂x1
= − cos β̂.

If β̂a and β̂h
3

are the acute angles corresponding to the points (x1, a) and ((h
3 )γa−γx1,

h
3 )

respectively, it is easy to see that β̂h
3

> β̂a and then

f ′(x1) = −
(

h

3

)γ

cos β̂h
3

+ cos β̂a ≥ 0
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Figure 1

since h
3 ≤ 1. Besides f(baγ) = 0, and then f(x1) < 0 for 0 ≤ x1 ≤ baγ , so inequality (2.7)

holds for all (x1, a) ∈ C. Hence (2.5) is true and the first step is proved.

2) Now we prove the following

Claim 2: Given x0 ∈ ∂Ω there exists a neighborhood V ⊂ Rn+k of (x0, 0) and a α-cusp D
such that (x, y) + D ⊂ Ωk,t for all (x, y) ∈ V ∩ Ωk,t.

Given x0 ∈ ∂Ω let U and C be as in the previous step and define V = U × Rk . For
0 < t < 1 we can modify, if necessary, U and C in such a way that

diam (U) <
1
2
t

1
1−t and diam (Ck,1) <

1
2
t

1
1−t . (2.8)

By step 1 we know that Ck,1 contains an α-cusp D, hence, in order to prove Claim 2 we will
show that

(v, w) + Ck,1 ⊂ Ωk,t (2.9)

for all (v, w) ∈ V ∩ Ωk,t. For such a (v, w) let (x, y) ∈ (v, w) + Ck,1 with vn − xn ≤ h
3 and

y = w + ỹ. Then |ỹ| ≤ dv+C(x), and therefore |y| = |ỹ + w| verifies

|y| ≤ dt
Ω(v) + dv+C(x) ≤ (dΩ(v) + dv+C(x))t. (2.10)

In the case 0 < t < 1 the last inequality follows from the conditions (2.8). Let x̃ ∈ ∂Ω
such that dΩ(x) = dist (x, x̃) (see Figure 2) and let x̂ = xx̃ ∩ ∂C. Finally, let ṽ such that
|v − ṽ| = dΩ(v) and xx̃ is parallel to vṽ. Then, it follows that

dΩ(x) = |x− x̃| = |x− x̂|+ |x̂− x̃| ≥ dv+C(x) + |v − ṽ| = dv+C(x) + dΩ(v). (2.11)

From (2.10) and (2.11) we have |y| ≤ dΩ(x)t and then (2.9) holds.
3) By step 2, for each x ∈ ∂Ω there exists a neighborhood Ux ⊂ Rn+k of (x, 0) such that

∂Ωk,t∩Ux is the graph of a Hölder α function. We have that (∂Ω, 0) ⊂ ∪x∈∂ΩUx and then we
can extract {xi}r

i=1 such that (∂Ω, 0) ⊂ ∪r
i=1Uxi . On the other hand there exists ε > 0 such

that {(x, y) ∈ Ωk,t : dΩ(x) < 2ε} ⊂ ∪r
i=1Uxi . In order to conclude the proof of the Lemma we

will show

Claim 3: The set {(x, y) ∈ ∂Ωk,t : dΩ(x) > ε} is locally the graph of a Lipschitz function.
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Let (x, y) ∈ ∂Ωk,t with dΩ(x) > ε. Since y2
1 + . . . + y2

k = d(x)2t we can suppose that
|y1|, . . . , |yk−1| < dΩ(x)t and y2

k ≥ dΩ(x)2t

k . Then y2
1+. . .+y2

k−1 = dΩ(x)2t−y2
k ≤ (1− 1

k )dΩ(x)2t.
Define

D =
{

(η, ξ′) ∈ Rn × Rk−1 : |x− η| < dΩ(x)
2

, ξ2
1 + . . . + ξ2

k−1 <

(
1− 1

2k

)
dΩ(η)2t

}
.

Thus, D ⊂ Rn × Rk−1 is a neighborhood of (x, y′), where y = (y′, yk). Then we consider the
function f : D → R defined by

ξk = f(η, ξ′) =
√

d(η)2t − ξ2
1 − . . .− ξ2

k−1.

It can be seen that, f is a Lipschitz function. Indeed, in view of

dΩ(η)2t − |ξ′|2 ≥ 1
2k

d(η)2t ≥ 1
2k

ε2t

for all (η, ξ′) ∈ D, if Λ1 is such that |√a−
√

b| ≤ Λ1|a− b| when a, b ≥ 1
2kε2t, we have

f(η, ξ′)− f(α, β′) =
√

dΩ(η)2t − |ξ′|2 −
√

dΩ(α)2t − |β′|2
≤ Λ1

∣∣(dΩ(η)2t − |ξ′|2)− (dΩ(α)2t − |β′|2)∣∣
= Λ1

∣∣(dΩ(η)2t − dΩ(α)2t) + (|β′|2 − |ξ′|2)∣∣
and now, if Λ2 is such that |a2t − b2t| ≤ Λ2|a− b| for all a, b > ε

2 and |a2 − b2| ≤ Λ2|a− b| for
all a, b < diam Ω, we get, recalling that dΩ is Lipschitz with constant 1,

f(η, ξ′)− f(α, β′) ≤ Λ1Λ2

(|dΩ(η)− dΩ(α)|+ ∣∣|β′| − |ξ′|∣∣)

≤ Λ
(|η − α|+ |β′ − ξ′|)

with Λ = Λ1Λ2, as we wanted to prove. ¤
We can now prove the weighted Poincaré inequalities for Hölder α domains. Our results

generalize the inequality obtained in [1] which corresponds to the case β = 1 in the next
theorem. To simplify notation we drop the subindex from the distance when the domain is
Ω and write d = dΩ.

Theorem 2.1. Let Ω be a Hölder α domain, B a ball contained in Ω, and φ ∈ C∞(Ω) such
that supp φ ⊂ B and

∫
B φdx 6= 0. If f ∈ W 1,p(Ω) satisfies

∫
B fφ dx = 0 then

‖d1−βf‖Lp(Ω) ≤ C‖dα−β+1∇f‖Lp(Ω)

for α ≤ β ≤ 1
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Proof. Let ω0 = dist (supp φ, ∂Ω)t and

ψ : Ωk,t → R ψ(x) = φ(x)Πk
i=1ρ(yi)

where ρ ∈ C∞[−ω0, ω0] with supp ρ ⊂⊂ (−ω0, ω0) and
∫

ρ 6= 0. Then ψ ∈ C∞(Ωk,t) and∫
ψ 6= 0.
Consider the function F : Ωk,t → R defined by F (x, y) = f(x). Then we have

∫

Ωk,t

Fψ =
∫

B
f(x)φ(x)dx

{∫ ω0

−ω0

ρ(t)dt

}k

= 0.

By Lemma 2.2 we know that Ωk,t is Hölder α and then, from the generalized Poincaré
inequality proved in [1], it follows that there exists a constant C which depends only on Ωk,t

such that
‖F‖Lp(Ωk,t) ≤ C‖dα

Ωk,t∇F‖Lp(Ω).

But,

‖F‖p
Lp(Ωk,t)

= ck

∫

Ω
f(x)pd(x)tk = ck‖d

tk
p f‖p

Lp(Ω)

and, using Lemma 2.1, if 1 ≤ i ≤ n,
∥∥∥∥dα

Ωk,t

∂F

∂xi

∥∥∥∥
p

Lp(Ω)

≤
∫

Ω

∂f

∂xi
d(x)tk+pα = ‖d tk

p
+α ∂f

∂xi
‖p

Lp(Ω),

while if 1 ≤ i ≤ k,
∥∥∥∥dα

Ωk,t

∂F

∂yi

∥∥∥∥
Lp(Ω)

= 0.

Therefore, we obtain

‖d tk
p f‖Lp(Ω) ≤ C‖d tk

p
+α∇f‖Lp(Ω).

The proof concludes by choosing for example k = [p(1− β)] + 1 and t = p(1−β)
[p(1−β)]+1 . ¤

The following example shows that an estimate of the form

‖dβf‖Lp(Ω) ≤ C‖dδ∇f‖Lp(Ω) (2.12)
is not valid if δ − β > α. Therefore, the result obtained in the previous theorem is optimal.

Given 0 < α < 1 we call γ = 1/α. Let Ω be the α-cusp defined by

Ω = {(x1, x2) : 0 < x1 < 1,−xγ
1 < x2 < xγ

1}.
Consider the function

f(x1, x2) = x−ν
1 − k

for some ν > 0 to be chosen below and a constant k such that
∫
Ω fφ = 0 for some φ satisfying

the hypotheses of Theorem 2.1.
We can easily check that the function d(x1, x2) verifies

d(x1, x2) ∼ xγ
1 − |x2|

Then, for any β > 0 and δ > 0 we have
∫

Ω
|f |pdβp ∼

∫ 1

0
x

βp+1
α

−νp

1 dx1 and
∫

Ω
|∇f |pdδp ∼

∫ 1

0
x

δp+1
α

−(ν+1)p

1 dx1.

Then, if δ − β > α, we can choose ν such that
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β

α
+

1
pα

+
1
p
≤ ν <

δ

α
+

1
pα

+
1
p
− 1

and therefore, for such ν we have
∫

Ω
|f |pdβp = ∞ and

∫

Ω
|∇f |pdδp < ∞.

So, it follows that inequality (2.12) can not be true.

3. Weighted Korn inequalities

In this section we prove the weighted Korn inequalities for Hölder α domains. With this
goal we generalize the method introduced in [13] to prove the classic Korn inequality in the
Lipschitz case. In this way we show that weighted Korn inequalities can be derived from some
appropriate weighted Poincaré inequalities. It is important to remark that no assumption on
the domain Ω, other than that it is bounded, is needed for this derivation.

The following lemma was proved in [4]. Since the proof is short we reproduce it here for
the sake of completeness. Note that no restriction on the domain is needed for this proof.
For the particular case p = 2 and µ = 0 a different argument was given in [13]. As in the
previous section d(x) denotes the distance from x to the boundary of Ω.

Lemma 3.1. Let Ω ⊂ Rn be an arbitrary bounded domain and 1 ≤ p < ∞. If f is a harmonic
function in Ω then

‖d1−µ∇f‖Lp(Ω) ≤ C‖d−µf‖Lp(Ω)

for all µ ∈ R.

Proof. Given x ∈ Ω, let B(x,R) ⊂ Ω be the ball with center at x and radius R. Since f is
harmonic in Ω it satisfies the following inequality (see for example [6]),

|∇f(x)|p ≤ C

Rn+p

∫

B(x,R)
|f(y)|pdy

Now, given x ∈ Ω, let us take R = d(x)/2 in this inequality. Then we have

∫

Ω
|∇f(x)|pd(x)p(1−µ)dx ≤ C

∫

Ω
d(x)−n−pµ

(∫

B(x,d(x)/2)
|f(y)|pdy

)
dx

But, since |d(x)− d(y)| ≤ |x− y|, we have that d(x)
2 ≤ d(y) ≤ 3

2d(x) whenever |x− y| < d(x)
2 .

Therefore, we can change the order of integration and replace d(x) by d(y) to obtain

∫

Ω
|∇f(x)|pd(x)p(1−µ)dx ≤ C

∫

Ω
|f(y)|pd(y)−n−pµ

(∫

B(y,d(y))
dx

)
dy ≤ C

∫

Ω
|f(y)|pd(y)−pµdy

concluding the proof. ¤

We can now prove the weighted Korn inequalities. We will use the following notations: for
a vector function u = (ui), ∆u is the vector with components ∆ui and, for a tensor σ = (σij),
Divσ is the vector with components

∑n
j=1

∂σij

xj
. In the proof we will make use of the following

well known identity

∂2vi

∂xj∂xk
=

∂εik(v)
∂xj

+
∂εij(v)

∂xk
− ∂εjk(v)

∂xi
(3.13)
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Theorem 3.1. Let Ω be a Hölder α domain and 1 < p < ∞. Then, for α ≤ β ≤ 1 the
following inequality holds,

‖d1−β∇u‖Lp(Ω) ≤ C
{
‖dα−βε(u)‖Lp(Ω) + ‖u‖Lp(Ω)

}
(3.14)

where the constant C depends only on Ω and p.

Proof. Following [13] we can show that there exists v ∈ W 1,p(Ω)n such that

∆v = ∆u in Ω (3.15)
and

‖v‖W 1,p(Ω) ≤ C‖ε(u)‖Lp(Ω) (3.16)
Indeed, define

F =

{
2ε(u)− (tr ε(u))I in Ω
0 outside Ω,

Then, it is easy to check that DivF = ∆u in Ω and so, one can obtain v by solving a
Poisson equation in a smooth domain, for example a ball B1, containing Ω. In fact, since
DivF ∈ W−1,p(B1)n, there exists v ∈ W 1,p

0 (B1)n such that

∆v = DivF

and (3.16) is satisfied in view of known a priori estimates for smooth domains.
Now, let B be a ball contained in Ω and φ ∈ C∞

0 (B) be such that
∫
B φdx = 1. For

i = 1, · · · , n define the linear functions Li as

Li(x) =
(∫

Ω
∇(ui − vi)φdx

)
· x

and L(x) as the vector with components Li(x).
Then we have

∇L =
∫

B
∇(u− v)φ dx

and so, integrating by parts, we obtain

|∇L| ≤ ‖u− v‖Lp(Ω)‖∇φ‖Lq(Ω)

where q is the dual exponent of p. Therefore, it follows from (3.16) that there exists a constant
C depending only on Ω, p and φ such that

‖∇L‖Lp(Ω) ≤ C
{‖ε(u)‖Lp(Ω) + ‖u‖Lp(Ω)

}
(3.17)

Let us now introduce

w = u− v − L

Then, in view of the bounds (3.16) and (3.17), to conclude the proof we have to estimate w.
But, from (3.15) and the fact that L is linear we know that

∆wi = 0
and consequently

∆εij(w) = 0
therefore, we can apply Lemma 3.1 to obtain
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‖d1−γ∇εij(w)‖Lp(Ω) ≤ C‖d−γεij(w)‖Lp(Ω)

and using (3.13),

‖d1−γD2w‖Lp(Ω) ≤ C‖d−γε(w)‖Lp(Ω) (3.18)

where D2 denote the tensor of second derivatives. Now, since
∫
Ω∇wφ dx = 0 (indeed, we

have defined L in order to have this property), it follows from Theorem 2.1 that

‖d1−β∇w‖Lp(Ω) ≤ C‖dα−β+1D2w‖Lp(Ω)

and therefore, using (3.18) with γ = β − α we obtain

‖d1−β∇w‖Lp(Ω) ≤ C‖dα−βε(w)‖Lp(Ω)

which together with (3.16) and (3.17) concludes the proof. ¤

The following example, based on that given by Weck in [19], shows that the result of the
previous theorem is optimal.

Let χ ∈ C∞(R) non negative and such that supp(χ) ⊂ [1, 2]. Consider the field

u(x) = χ(τ−1x3)(x2,−x1, 0).

If we set εij = εij(u) we have

εij(x) =
1
2τ

χ′(τ−1x3)





x2 for i = 3, j = 1 or vice versa,
−x1 for i = 3, j = 2 or vice versa,
0 otherwise.

Let α ∈ (0, 1) and γ = 1
α and take Ω as the α-cusp defined by

Ω = {x ∈ R3 : 0 < x3 < 1, x−γ
3 |(x1, x2)| < 1}.

Then, one can check that

3∑

i=1

|ui|p = χ(τ−1x3)p(|x1|p + |x2|p)

3∑

i,j=1

|εij(x)|p =
1

(2τ)p
χ′(τ−1x3)(|x1|p + |x2|p)

∂u1

∂x2
= χ(τ−1x3)

d(x) ∼ xγ
3 −

√
x2

1 + x2
2

and then it follows that (see [19] for details)

‖u‖p
p ∼ τγ(p+2)+1, ‖dδε(u)‖p

p ∼ τ1−p+γ(2+p+δp),

∥∥∥∥dβ ∂u1

∂x2

∥∥∥∥
p

p

∼ τγ(βp+2)+1.

Therefore, letting τ → 0, we conclude that an inequality like

‖dβ∇u‖Lp(Ω) ≤ C
{
‖dδε(u)‖Lp(Ω) + ‖u‖Lp(Ω)

}

does not hold for Hölder α domains if β < 1 and δ − β > α− 1.
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Remark 3.1. Given 1 < p < ∞, let Vp(Ω) = {u ∈ Lp(Ω)n : ε(u) ∈ Lp(Ω)n×n}. An
important consequence of the classic Korn inequality for Lipschitz domains is the compactness
of the inclusion of Vp ⊂ Lp(Ω)n, which follows from the well known Rellich-Kondrachov
theorem for Sobolev spaces. For Hölder α domains, although the Korn inequality is not valid
and consequently Vp(Ω) 6= W 1,p(Ω)n, the compactness of the inclusion Vp(Ω) ⊂ Lp(Ω)n was
proved in [19] for p = 2 under the restriction 1/2 < α.

Our weighted Korn inequality provides a different proof of the result of Weck. Indeed, (1.3)
shows that the space Vp(Ω) is contained in a weighted Sobolev space. Therefore, combining our
estimate (1.3) with known compactness results for weighted Sobolev spaces (see Theorem 19.11
in [16, page 275]), it follows immediately the compactness of the inclusion Vp(Ω) ⊂ Lp(Ω)n

when Ω is a Hölder α domain with 1/2 < α.
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103:172-176.

[2] Brenner SC, Scott LR. The Mathematical Theory of Finite Element Methods. Springer-Verlag: Berlin,
1994.
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